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Abstract. A non-erasing morphism is weakly unambiguous with respect
to a pattern if no other non-erasing morphism maps the pattern to the
same image. If the size of the target alphabet is at least three, then the
patterns for which there exists a length-increasing weakly unambiguous
morphism can be characterized using the concept of loyal neighbors of
variables. In this article this characterization is generalized for patterns
with constants. Two different generalizations are given for sets of pat-
terns.

1 Introduction

Many fundamental topics of combinatorics on words are defined in terms of
morphisms. One example is equality sets and the Post Correspondence Problem:
Given two morphisms f and g, does there exist a non-empty word w such that
f(w) = g(w). Another example is given by word equations: A solution of a word
equation w = v is a morphism h such that h(u) = h(v). For more on these and
several other topics related to morphisms, see [5]. Also the theory of codes is
concerned with morphisms [1], as is the theory of pattern languages [7].

This central role of morphisms in combinatorics on words means that it is
important to understand the behavior of morphisms. For example, this might
lead to the study of fixed points of morphisms, see e.g [6] and [11], or to the
concept of unambiguity of morphisms, which is the topic of this paper.

A morphism is said to be unambiguous with respect to a pattern (or a word)
if no other morphism maps the pattern to the same image. Unambiguity of
morphisms was introduced by Freydenberger, Reidenbach and Schneider [4]. Two
questions that have been studied in many papers [4, 3,10, 9] are:

— For which patterns does there exist an unambiguous morphism?
— For which patterns does there exist a non-erasing unambiguous morphism?

Unambiguity is closely related to pattern languages, see e.g [8].
Many variations of unambiguity of morphisms exist. For example, it is possi-
ble to study unambiguity in the free semigroup, that is, assume that all morphism
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are non-erasing. This leads to the definition of weakly unambiguous morphisms:
A non-erasing morphism is said to be weakly unambiguous with respect to a
pattern if no other non-erasing morphism maps the pattern to the same im-
age. Trivially, every 1-uniform morphism is weakly unambiguous with respect to
every pattern, so the interesting question in this case is the following:

— For which patterns does there exist a non-erasing length-increasing weakly
unambiguous morphism?

This question was studied by Freydenberger, Nevisi and Reidenbach [2]. Ques-
tions on unambiguity of morphisms often lead to complicated technical consider-
ations, but the results on weakly unambiguous morphisms are relatively elegant.
If the target alphabet is unary, then the question is quite simple, although not
trivial. If the size of the target alphabet is at least three, then a characterization
can be obtained by using so called loyal neighbors of variables. The binary case
is complicated and only partial results are known.

In many questions about morphism, there can be constants (or terminal sym-
bols), i.e. letters which must be mapped to themselves. For example, constants
are often used in the theory of pattern languages. However, unambiguity has
mostly been studied from the point of view of constant-free patterns. In this
article weak unambiguity is studied for patterns with constants. We concentrate
on the case of target alphabets with at least three letters. If the definition of loyal
neighbors of variables is extended for patterns with constants in the right way,
then also the characterization from [2] can be extended quite straightforwardly.

As another generalization, weak unambiguity with respect to several patterns
is studied in this paper. If the patterns are constant-free, then a characteriza-
tion that is similar to the one in [2] can be found easily. However, if the two
generalizations are studied at the same time, that is there are many patterns
with constants, then the situation is more complicated. The same characteriza-
tion works only if the size of the target alphabet is at least two more than the
number of patterns.

There is also another way to generalize unambiguity for sets of patterns.
Instead of considering every pattern separately, they can be treated, in a sense,
as a single pattern. Weak unambiguity and loyal neighbors can then be defined
for sets of patterns and an analogous characterization can be proved.

Although this paper concentrates on weakly unambiguous morphisms, and
only on the case of ternary or larger alphabets, it seems likely that unambiguity
with respect to patterns with constants and with respect to multiple patterns
could be studied also more generally.

2 Patterns with Constants

Let X be an alphabet of constants and = an alphabet of wvariables. A word
a € (ZUX)T is called a pattern. If o € Z*, then « is constant-free. If I is the
set of those variables that appear in «, then « is a I'-pattern.



The empty word is denoted by e, the length of a word w by |w|, and the
number of occurrences of a letter a in w by |w,.

A morphism is a mapping h : (£ U X)* — X* such that h(a8) = h(a)h(B)
for all a, 8 € (£ U X)* and h(a) = a for all @ € X. Thus all morphisms are
assumed to be constant-preserving. A morphism h is non-erasing if h(z) # ¢
for all z € =. A non-erasing morphism h is I'-increasing if |h(z)| > 2 for some
x € I'. Two morphisms h and g are I'-equivalent if h(x) = g(z) for all x € I
This is denoted by h ~ g, and non-equivalence is denoted by h = g

Let a be a I'-pattern. A non-erasing morphism h is weakly unambiguous with
respect to o if there is no non-erasing morphism g ~p h such that h(a) = g(«).
It is easy to see that if h is not I'-increasing, then h is weakly unambiguous with
respect to every I'-pattern. Thus we study the following question: Given a I'-
pattern «, does there exist a I'-increasing morphism that is weakly unambiguous
with respect to a?

Ezample 1. Let & = {z,y} and ¥ = {a,b}. Consider the pattern zay. The
morphism defined by = — a,y — ba is weakly unambiguous with respect to
xay, because no other non-erasing morphism maps zay to aaba. The morphism
defined by = +— a,y +— ab is not weakly unambiguous with respect to zay,
because also the morphism defined by = — aa,y — b maps xay to aaab.

If the alphabet X' is unary, say X = {a}, then the addition of constants in
patterns is not very interesting. Let a € (£ U {a})" and let o’ be the pattern
obtained from a by removing every occurrence of a. For all morphisms h and
g, h(a) = g(a) if and only if h(a’) = g(a’). Thus h is weakly unambiguous
with respect to « if and only if it is weakly unambiguous with respect to the
constant-free pattern o and the result in [2] can be used directly.

If the alphabet X' is binary, then only partial results are known on weak
unambiguity of morphisms with respect to constant-free patterns. In this article
we concentrate on the case where X' has at least three letters, since this case is
well-understood for constant-free patterns.

Let a = agay ...anan41, where a9 = ap41 =€ and aq,...,a, € = U X. The
set of left neighbors of x in « is

Lo(z) ={a; | 0<i<n,a;41 =2},
and the set of right neighbors of x in a is
Ry(x)={a; |1<i<n+1l,a;-1 =z}.

Both L,(z) and R,(z) are subsets of & U X U {e}.
It was defined in [2] that if « is a constant-free pattern, then a variable = has
loyal neighbors in « if at least one of the following two conditions is satisfied:

€ ¢ Ly(x) and R, (y) = {«} for all y € L,(z),
€ ¢ Ro(x) and Lo (y) = {x} for all y € R, (z).



This definition must be generalized for patterns with constants. This is done
by treating the constants in the same way as the beginning and end of the
pattern (or in the same way as € in Lo(z) and R, (z)). So, given a pattern
« with constants, a variable x has loyal neighbors in « if at least one of the
following two conditions is satisfied:

L,(x) C Z and R, (y) = {z} for all y € L,(x), (1)
R.(z) C Z and L, (y) = {z} for all y € R, (x). (2)

Theorem 6 justifies that this is the right definition.

Ezample 2. Let = = {x,y, 2,t}, ¥ = {a}, and o = zayzyt. The variable y has
loyal neighbors in a because R, (y) = {z,t} and L, (2) = Lo (t) = {y}. The other
variables do not have loyal neighbors in «a:

— x does not, because ¢ € L,(z) and a € R, ().
— z does not, because L,(z) = {y} but R,(y) # {«}, and R,(z) = {y} but

Lao(y) # {x}.
— ¢ does not, because L, (t) = {y} but R (y) # {t}, and € € R,(t).

Next we will characterize, in the case #X' > 3, those I'-patterns with respect
to which there exists a I'-increasing weakly unambiguous morphism. There are
many similarities between the proofs here and the proofs in [2]. The proofs are
self-contained, so we do not need to refer to any previous results.

Lemma 3. Let uy,...,Un,V1,...,05 € X*. If uy...un is a factor of vi...v,,
then either u; = v; for all i or w; is a proper factor of v; for some i.

Proof. Let vy ...v, = uguy ... UpUpy1 and consider the numbers
ki = |1)1...1)1‘| — |U0...’LL1'|

for i € {0,...,n}.

If k; = 0 for all ¢, then u; = v; for all 4.

If k; < 0 for some i, then let j be the largest index such that k; < 0. Because
kn > 0, it must be j < n, and kj41 > 0. This means that u;4; is a proper factor
of Vj41-

If k; > 0 for some 7, then let j be the smallest index such that k; > 0.
Because kg < 0, it must be j > 0, and k;_; < 0. This means that u; is a proper
factor of v;. ad

Lemma 4. Let « be a I'-pattern and h a non-erasing morphism. If there is
x € I such that |h(z)| > 1 and x has loyal neighbors in o, then h is not weakly
unambiguous with respect to a.

Proof. Assume that (1) is satisfied for x (the case where (2) is satisfied is sym-
metric). It must be x ¢ L, (), because it is not possible that R, (z) = {z}. Let
h(z) = au where a € ¥ and v € Y. If ¢ is the morphism defined by g(z) = u,
9(y) = h(y)a for all y € L, (z) and g(z) = h(z) for all z € =\ L () ~ {2}, then
h(a) = g(a). O



Lemma 5. Let « be a I'-pattern and x a variable that does not have loyal neigh-
bors in . Let a,b,c € X be different letters such that Lo(xz) N X # {a} and
R, (x) N X # {b}. The morphism h defined by h(x) = ab and h(y) = ¢ for all
y € Z ~ {z} is weakly unambiguous with respect to a.

Proof. We assume that g = h is a I'-increasing morphism such that h(a) =

g(«) and derive a contradiction. Let @« = a5 ...a,, where ay,...,a, € Z U X.
Lemma 3 is used with g(a1),...,9(an) as u1,...,u, and h(ay),...,h(a,) as
v1,...,U,. Because g = h, it follows from Lemma 3 that there is an ¢ such that

g(a;) is a proper factor of h(a;). In particular, |h(a;)| > |g(a;)| > 1, so a; = z.
Thus g(x) is a proper factor of h(x) = ab. By symmetry, it can be assumed that
g(z) = a. Then ¢(y) cannot contain a’s for any variable y € I' \ {z}, because
otherwise g(«) would contain more a’s than h(«).

Let ||, = k and

O = WopXwW1T ... We—-1TW.

If j = |wo...wi—1|q + @ for some i € {1,...,k}, then the jth a in h(a) = g(«a)
is followed by b. Thus g(y) begins with b for all y € R,(x). This means that
g,d ¢ Ry(z) for all d € X'\ {b}. By the definition of b, R, (z) C =.

The number of s in h(a) is

oo + |ale

lalo+ > laly.

YyER ()

and in g(«) it is at least

These numbers should be the same, but because x does not have loyal neighbors

in a,
lafz < Z |afy.
YERA (z)
This is a contradiction. O

Theorem 6. Let #X > 3 and let o be a I'-pattern. There is a I'-increasing
morphism h that is weakly unambiguous with respect to « if and only if at least
one variable does not have loyal neighbors in c.

Proof. Assume first that all variables have loyal neighbors in o and h is a I'-
increasing morphism. Then some variable x satisfies the conditions of Lemma 4,
so h is not weakly unambiguous with respect to «.

Assume then that a variable x does not have loyal neighbors in «. Because
#2 > 3, the three letters of Lemma 5 exist, and there is a I'-increasing morphism
that is weakly unambiguous with respect to a. a

Theory of word equations was mentioned in the introduction as one area
where morphisms are important. Theorem 6 can be formulated in terms of word
equations, although this is probably just a curiosity.

Corollary 7. Let a« € (EUX)*". There is a 3 € X such that |3| > |a| and the
word equation o = [ has a unique mon-erasing solution if and only if at least
one variable does not have loyal neighbors in c.



3 Many Patterns

Weak unambiguity can be generalized for sets of patterns in two ways. The first
way is to study the existence of morphisms that are weakly unambiguous with
respect to multiple patterns. The next theorem proves a result about constant-
free patterns.

Theorem 8. Let #X > 3 and let oy be a constant-free I';-pattern for each
i € {1,...,n}. Let I' = (\._, I;. There is a I'-increasing morphism h that is
weakly unambiguous with respect to every c; if and only if at least one variable
does not have loyal neighbors in any «;.

Proof. Assume first that for every variable x there is an index i, such that = has
loyal neighbors in ;. Assume also that h is a ['-increasing morphism. There is
a variable z such that |h(z)| > 1. By Lemma 4, h is not weakly unambiguous
with respect to ;.

Assume then that a variable x does not have loyal neighbors in any «;. Be-
cause the patterns are constant-free, any three letters a, b, ¢ satisfy the conditions
of Lemma 5, and there is a I'-increasing morphism that is weakly unambiguous
with respect to every «;. a

To generalize Theorem 8 for patterns with constants, a larger alphabet X is
needed.

Theorem 9. Let #X > n+2 and let oy be a I;-pattern for each i € {1,...,n}.
Let I' = ﬂ?zl I;. There is a I'-increasing morphism h that is weakly unambigu-
ous with respect to every o« if and only if at least one variable does mot have
loyal neighbors in any ;.

Proof. Assume first that for every variable x there is an index 4, such that x has
loyal neighbors in ;. Assume also that h is a I'-increasing morphism. There is
a variable x such that |h(z)| > 1. By Lemma 4, h is not weakly unambiguous
with respect to a;, .

Assume then that a variable x does not have loyal neighbors in any «;. There
can be at most n letters a such that L, (x) N X = {a} for some i, so there is
a letter a such that L, (z) N X # {a} for all . There can be at most n letters
b such that R,,(x) N X = {b} for some i, so there is a letter b # a such that
R, (x) N X # {b} for all . By Lemma 5, there is a I'-increasing morphism that
is weakly unambiguous with respect to every «;. a

The next example shows that the assumption #X > n + 2 in Theorem 9
is necessary. Finding a characterization for smaller alphabets remains an open
question. It is of course possible that this question is very complicated, like in
the binary case for patterns with constants.

Ezample 10. Let = = {x,y1, 92, 21, 22, t1,t2} and X = {ay,...,a,,b}. Let ap =
a, and
O = Y1Y20;T21 220 +1t1T2



for i € {0,...,n — 1}. The variable = does not have loyal neighbors in any
«;, but there does not exist a =-increasing morphism that would be weakly
unambiguous with respect to every ;. This can be seen as follows. If h would be
a Z-increasing morphism that is weakly unambiguous with respect to ag, then
|h(z)| > 1 by Lemma 4, because all variables except = have loyal neighbors in
ag. If h(x) starts with a;, say h(x) = a;u, and g is the morphism defined by
g(x) = u, g(y2) = h(y2)a;, g(z2) = h(z2)a; and g(s) = h(s) for other variables
s, then h(o;) = g(a;). Similarly, if h(z) ends with a;41, then h is not weakly
unambiguous with respect to «;. The only possibility is that h(z) = bub. But if
g is the morphism defined by g(z) = b, g(z1) = ubh(z1), g(z2) = h(z2)bu and
g(s) = h(s) for other variables s, then h(a) = g(«).

4 Sets of Patterns

The second way to generalize weak unambiguity for sets of patterns is to use the
following definitions.

If A is a set of patterns and I" is the set of those variables that appear in
some « € A, then A is a I'-set of patterns.

Let A be a I'-set of patterns. A non-erasing morphism h is weakly unam-
biguous with respect to A if there is no non-erasing morphism ¢ ~ h such that
h(a) = g(a) for every o € A.

The set of left neighbors of x in A is

La(@) = | La(@)

acA

and the set of right neighbors of x in A is
Ra(z) = | Ra(2)

acA

A variable x has loyal neighbors in A if at least one of the following two
conditions is satisfied:

Ly(x) C Z and Ra(y) = {a} for all y € La(z), (3)
Ra(x) C Z and La(y) = {z} for all y € Ra(x). (4)

[

Lemmas 11 and 12 and Theorem 13 are simple modifications of Lemmas 4
and 5 and Theorem 6.

Lemma 11. Let A be a I'-set of patterns and h a mon-erasing morphism. If
there is © € I' such that |h(x)| > 1 and x has loyal neighbors in A, then h is not
weakly unambiguous with respect to A.

Proof. Assume that (3) is satisfied for x (the case where (4) is satisfied is sym-
metric). It must be x ¢ L4(x), because it is not possible that R4(z) = {z}. Let
h(z) = au where a € X and v € X", If ¢ is the morphism defined by g(z) = u,
9(y) = h(y)a for all y € L(x) and g(z) = h(z) for all z € &\ La(x) \ {z},
then h(a) = g(a) for every a € A. O



Lemma 12. Let A be a I'-set of patterns and x a variable that does not have
loyal neighbors in A. Let a,b,c € X be different letters such that La(x)NX # {a}
and Ra(z) N X # {b}. The morphism h defined by h(x) = ab and h(y) = ¢ for
all y € 2~ {x} is weakly unambiguous with respect to A.

Proof. We assume that g = h is a I'-increasing morphism such that h(a) =
g(«) for all @ € A and derive a contradiction. There is a Iy C I" and a I';-pattern
a1 € Asuch that g =« h. Let oy = ay ... ay,, where a,...,a, € ZUX. Lemma
3 is used with g(a1),...,g(an) as uy, ..., uy and h(ay),...,h(ay) as v1,...,vn.
Because g =, h, it follows from Lemma 3 that there is an ¢ such that g(a;) is a
proper factor of h(a;). In particular, |h(a;)| > |g(a;)| > 1, so a; = . Thus g(x)
is a proper factor of h(z) = ab. By symmetry, it can be assumed that g(z) = a.
Then g(y) cannot contain a’s for any variable y € I' \ {«}, because otherwise
g(o) would contain more a’s than h(a) for some a € A.
Consider any o € A. Let |a, = k and

O = WopXwW1T ... Wg_1TW.

If j = |wg ... wi—1|q + @ for some i € {1,...,k}, then the jth a in h(a) = g(a)
is followed by b. Thus g(y) begins with b for all y € R,(z). This means that
e,d & Ry (z) for all d € X\ {b}. By the definition of b, Ra(z) C =.

The combined number of b’s in all words h(«) is

> (als +lale)

acA

and in all words g(«) it is at least

Y (als+ > laly).

acA yER A ()

These numbers should be the same, but because x does not have loyal neighbors

in A,
dolal <Y D laly

acA a€AyeR,(x)

This is a contradiction. O

Theorem 13. Let #3 > 3 and let A be a I'-set of patterns. There is a I'-
increasing morphism h that is weakly unambiguous with respect to A if and only
if at least one variable does not have loyal neighbors in A.

Proof. Assume first that all variables have loyal neighbors in A and h is a I'-
increasing morphism. Then some variable x satisfies the conditions of Lemma
11, so h is not weakly unambiguous with respect to A.

Assume then that a variable x does not have loyal neighbors in A. Because
#2) > 3, the three letters of Lemma 12 exist, and there is a I'-increasing mor-
phism that is weakly unambiguous with respect to A. ad
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